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Abstract. We explore Boolean-valued models of set theory with a class of

urelements. We begin by examining an existing construction UB in which every
urelement is its own B-name. We prove the fundamental theorem of UB in the

context of ZFUR (i.e., ZF with Urelements formulated with Replacement).

In particular, we show that UB preserves Replacement. We also demonstrate
how UB can destroy or recover certain axioms in urelement set theory, such

as the Collection Principle. A drawback of UB is that it does not permit

mixing names, resulting in a lack of fullness. To address this, we introduce a

new construction, UB, which is closed under mixtures. We prove that there is

an elementary embedding from UB to UB. Furthermore, over ZFCUR, UB is

full for every complete Boolean algebra B just in case the Collection Principle

holds.

1. Introduction

A Boolean-valued model MB for a first-order language L is equipped with a B-
valued truth assignment J K, which assigns a B-value to each sentence in L in a way
that obeys the axioms of first-order logic. In set theory, Boolean-valued models
provide an elegant presentation of forcing (see [2], [7], and [6]). In this paper, we
study Boolean-valued models of set theory with urelements. The earlier studies
of forcing with urelements (e.g., [3], [4] and [5]) often assume that all urelements
form a set. We explore this topic in a more general setting, where a proper class
of urelements is allowed (for poset forcing over transitive models in this setting,
see [12]). In Section 2, we begin with a standard construction of Boolean-valued
models with urelements, which we call UB. We prove the Fundamental Theorem
of UB (Theorem 2.9) concerning how basic axioms, in particular Replacement,
are preserved in each UB and also show how certain axioms can be destroyed or
recovered. In Section 3, we turn to two interesting properties of Boolean-valued
models: mixture and fullness. Since the basic construction of UB makes it unable

to mix different names for urelements, we provide a new construction, UB, which is
closed under mixtures and proved to be an elementary extension of UB (Theorem

3.12). Finally, we show that over ZFCUR, UB is full for every complete Boolean
algebra B just in case the Collection Principle holds (Theorem 3.13). The rest of
this section reviews some basic facts and known results about ZF set theory with
urelements.

1.1. Urelement Set Theory. The first-order language of set theory with ure-
lements {∈,A } contains an additional unary predicate A for urelements. It is
always an axiom that no urelement has any members, and we allow a proper class
of urelements. The standard axioms of ZFC will be modified to allow urelements,
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e.g., Extensionality in this context will assert that sets with the same members are
identical.

Definition 1.1. ZU is the urelement set theory which includes the following ax-
ioms: Extensionality, Foundation, Pairing, Union, Powerset, Infinity, and Separa-
tion.
ZFUR = ZU + Replacement.
ZFCUR = ZFUR + Axiom of Choice.
ZF(C) = ZF(C)UR + “There is no urelement”.

Remark 1.1. The subscript R indicates that the corresponding theories are only
formulated with Replacement rather than stronger axioms such as the Collection
Principle, i.e.,

(Collection) ∀w, u(∀x ∈ w ∃yφ(x, y, u) → ∃v∀x ∈ w ∃y ∈ v φ(x, y, u)).

Although Collection is provable from ZFUR when the urelements form a set, it is not
provable from ZFCUR when a proper class of urelement is allowed. In particular,
ZFCUR has finite-kernel models, where the urelements form a proper class but
every set of them is finite ([13, Theorem 27]). Collection fails in the finite-kernel
models because for every n < ω there is a set of urelements of size n, but we cannot
collect them into a set.

1.2. Notations and facts about ZFUR. The symbol “A ” will also stand for
the class of all urelements; “A ⊆ A ” abbreviates “A is a set of urelements”; “U”
stands for the class of all objects {x | x = x}. For sets x and y, “x ∼ y” abbreviates
“x is equinumerous with y” and “x ⪯ y” abbreviates “there is an injection from x
into y”. For every x, the kernel of x, denoted by “ker(x)”, is the set of urelements
in the transitive closure of {x}. A set is pure if its kernel is empty. “V ” will denote
the class of all pure sets. Ord is the class of all ordinals, which are transitive pure
sets well-ordered by ∈. By cardinals, we always mean initial ordinals. For any set
A ⊆ A , the class V (A) is the cumulative hierarchy built from A by iterating the
powerset operation. Namely,

V0(A) = A;
Vα+1(A) = P (Vα(A)) ∪ Vα(A);
Vγ(A) =

⋃
α<γ Vα(A), where γ is a limit ordinal;

V (A) =
⋃

α∈Ord Vα(A).

For every object x, ker(x) ⊆ A if and only if x ∈ V (A), and so U =
⋃

A⊆A V (A).
Unlike V , when there are urelements U admits definable non-trivial automorphisms.
This is because for any definable permutation i of A , i can be extended to an
automorphism of U by letting ix = {iy | y ∈ x} for every set x; moreover, i
point-wise fixes a set x (i.e., iy = y for every y ∈ x) whenever i point-wise fixes
ker(x).

In addition to Collection, there is a hierarchy of axioms in urelement set theory
studied in [13]. Here we introduce some of them.

Definition 1.2. Let A be a set of urelements. The tail cardinal of A, if exists,
is the greatest cardinal κ such that there is a set of urelements B of size κ that is
disjoint from B.

Intuitively, when the tail cardinal of A exists, A will have a “complement” in the
sense of equinumerosity (rather than inclusion).
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(Tail) Every set of urelements has a tail cardinal.

(Plenitude) For any cardinal κ, there is a set of urelements of size κ.

(DCω-scheme) If for every x there is a y such that φ(x, y, u), then there is
an ω-sequence ⟨xn : n < ω⟩ such that φ(xn, xn+1, u) for every n.

The DCω-scheme is a class version of the Axiom of Dependent Choice (DC). Simi-
larly, for any infinite cardinal κ, the DCκ-scheme generalizes DCκ as follows.

(DCκ-scheme) If for every x there is a y such that φ(x, y, u), then there is
a function f on κ such that φ(f↾α, f(α), u) for every α < κ.

DC<Ord holds if DCκ-scheme holds for all κ.

Lemma 1.2 ([13, Lemma 22]). Let κ be an infinite cardinal. Over ZFCUR, if
every set of urelements has a tail cardinal that is at least κ, then the DCκ-scheme
holds. □

Theorem 1.3 ([13, Theorem 17]). Over ZFCUR, the following implication diagram
holds. The diagram is also complete: if the diagram does not indicate φ implies ψ,
then ZFCUR + φ ⊬ ψ. □

DCω-scheme

Tail

Plenitude

DC<Ord

Collection

.

.

.

DCκ-scheme

.

.

.

DCω1
-scheme

A is a set

Note that the finite-kernel models (Remark 1.1) also show that ZFCUR cannot
prove the DCω-scheme, since in these models every set can be properly extended by
another set of urelements, but no infinite sequence of increasing sets of urelements
exists. Throughout this paper we always work in ZFUR, unless stated otherwise.

2. UB

2.1. Basic Facts. Recall that in ZF, given a complete Boolean algebra B, by trans-
finite recursion we can define a B-name to be a function from a set of B-names to
B. The Boolean-valued universe V B is then the class of all B-names. In particular,
∅ will be its own B-name. A natural generalization of this construction in ZFUR is
to let each urelement be its own B-name, as a different copy of ∅. This motivates
the following definition proposed in [3].

Definition 2.1. Let B be a complete Boolean algebra.
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(1) τ is a B-name if and only if, τ is either a urelement or a function from a
set of B-names to B.

(2) UB = {τ | τ is a B-name}
(3) LB is the extended language of urelement set theory containing each B-name

as a constant symbol. ALB is class of all atomic formulas in LB.
(4) The Boolean evaluation function J K : ALB → B is defined as follows by

recursion. For every τ, σ ∈ UB,

Jτ ∈ σK =
∨

µ∈dom(σ)

(Jτ = µK ∧ σ(µ))

Jτ ⊆ σK =
∧

η∈dom(τ)

(τ(η) ⇒ Jη ∈ σK)

Jτ = σK =


1 if τ, σ ∈ A and τ = σ

0 if τ ∈ A or σ ∈ A , and τ ̸= σ

Jτ ⊆ σK ∧ Jσ ⊆ τK if τ, σ /∈ A

JA (τ)K =

{
1 if τ ∈ A

0 if τ /∈ A

The evaluation function J K can be extended into all formulas in LB in the standard
way. Namely,

Jφ ∧ ψK = JφK ∧ JψK;
J¬φK = ¬JφK;
J∃xφK =

∨
τ∈UB

Jφ(τ)K.

We shall also let UB stand for the Boolean-valued structure
〈
UB, J K

〉
, where

UB |= φ means JφK = 1. With some trivial modifications of the proofs in [2, p.
24-26], one can show that all the axioms of the first-order logic have value 1 in UB,
and all of the rules of inference are valid in UB. As in V B, every object in U has a
canonical B-name in UB.

Definition 2.2. For every x ∈ U ,

x̌ =

{
x x ∈ A

{⟨y̌, 1⟩ | y ∈ x} x is a set.

It is routine to check that the map x 7→ x̌ preserves ∆0 formulas in the sense that
U |= φ(x1, ..., xn) if and only if UB |= φ(x̌1, ..., x̌n) for any ∆0 formula φ. Conse-
quently, for every Σ1 formula φ, UB |= φ(x̌1, ..., x̌n) whenever U |= φ(x1, ..., xn).
The following facts will be frequently used, and we refer the reader to [2, p.27-47]
for their proofs.

Proposition 2.1. For any formula φ(x) and any τ in UB,

(1) J∃x ∈ τ φ(x)K =
∨

η∈dom(τ)(τ(η) ∧ Jφ(η)K).
(2) Jτ ∈ OrdK =

∨
α∈OrdJτ = α̌K.

(3) J∃x ∈ Ord φ(x)K =
∨

α∈OrdJφ(α̌)K.
(4) (The Induction Principle) ∀τ ∈ UB(∀η ∈ dom(τ)φ(η) → φ(τ)) → ∀τ ∈

UBφ(τ). □
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The same arguments as in [2, p.37-45] will show that all the axioms of ZU have
B-value 1 in UB and UB preserves the Axiom of Choice (AC).

Theorem 2.2. UB |= ZU, and UB |= AC if U |= AC. □

We conclude this section with a very useful fact, i.e., UB thinks that every set
of urelements is covered by some set of urelements in U .

Definition 2.3. For every τ ∈ UB, Aτ = dom(τ) ∩ A .

Lemma 2.3. Jτ ⊆ A K = Jτ ⊆ Ǎτ K for every τ ∈ UB.

Proof.

Jτ ⊆ A K =
∧

η∈dom(τ)

(τ(η) ⇒ JA (η)K)

=
∧

η∈dom(τ)\A

¬τ(η)

= Jτ ⊆ Ǎτ K

□

Corollary 2.3.1. UB |= “A is a set” if and only if U |= “A is a set”. □

2.2. The Fundamental Theorem of UB. Let B be a complete Boolean algebra.
If φ is some axiom in urelement set theory, it is then natural to ask: does UB |= φ
if φ holds in U?

Lemma 2.4. UB |= Collection if U |= Collection.

Proof. For readability, we shall omit parameters when doing so does not undermine
the general idea of the proof. Assume that Collection holds in U . It suffices to show
that for every τ ∈ UB, there is a ρ ∈ UB such that

J∀x ∈ τ∃yφ(x, y)K ⩽ J∀x ∈ τ∃y ∈ ρ φ(x, y)K.

Now fix τ ∈ UB. For any σ ∈ dom(τ), let Xσ = {p ∈ B | ∃π ∈ UB p = Jφ(σ, π)K}.
By Collection and Separation in U , it follows that there is a Yσ ⊆ UB such that ∀p ∈
Xσ∃π ∈ Yσ p = Jφ(σ, π)K. Then J∃yφ(σ, x)K =

∨
π∈Yσ

Jφ(σ, π)K. This shows that

for every σ ∈ dom(τ), there is a Yσ ⊆ UB such that J∃yφ(σ, x)K =
∨

π∈Yσ
Jφ(σ, π)K.

By Collection again, we can collect those Yσ into a set Ȳ . Now let ρ be ((
⋃
Ȳ ) ∩

UB)×{1}. For any σ ∈ dom(τ), J∃yφ(σ, y)K =
∨

π∈
⋃

Ȳ Jφ(σ, π)K = J∃y ∈ ρ φ(σ, y)K.
Thus, ρ is as desired. □

The case of Replacement in UB is more interesting: the standard proof of Re-
placement having value 1 in V B uses Collection in V , which does not work for our
purpose since Collection is not provable in ZFCUR. To prove the preservation of
Replacement, we shall utilize the idea of purification. Intuitively, given a set of ure-
lements A and a B-name τ , the A-purification of τ will be the result of “purifying
off” the urelements appeared in the construction of τ that are not in A.

Definition 2.4 (Purification). Let A be a set of urelements and τ ∈ UB. We define
A
τ , the A-purification of τ , recursively as follows.

(i)
A
τ = τ if τ is a urelement;
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(ii) if τ is a set, then

(a) dom(
A
τ ) = {Aη | η ∈ (dom(τ) \ A ) ∪ (dom(τ) ∩A)};

(b) for every µ ∈ dom(
A
τ ),

A
τ (µ) =

∨
η∈Xµ

τ(η),

where Xµ = {η ∈ dom(τ) | A
η = µ}.

Example. Let a ∈ A and b /∈ A. Suppose that µ1 = {⟨a, p⟩ , ⟨b, q⟩}, µ2 =

{⟨a, p⟩ , ⟨b, r⟩} and τ = {⟨µ1, r⟩ , ⟨µ2, p⟩ , ⟨b, p⟩ , ⟨a, s⟩}. Then
A
µ1 =

A
µ2 = {⟨a, p⟩}

and
A
τ = {

〈
A
µ1, r ∪ p

〉
, ⟨a, s⟩}.

Proposition 2.5. Let A be a set of urelements. For every τ, σ ∈ UB,

(1) J
A
τ ⊆ τK =

∧
η∈dom(τ)

(τ(η) ⇒ J
A
η ∈ τK).

(2) Jσ ∈ A
τ K =

∨
η∈dom(τ)

(τ(η) ∧ Jσ =
A
ηK).

Proof. (1) For each µ ∈ dom(
A
τ ), let Xµ = {η ∈ dom(τ) | A

η = µ} and we have

A
τ (µ) ⇒ Jµ ∈ τK = (

∨
η∈Xµ

τ(η)) ⇒ Jµ ∈ τK

=
∧

η∈Xµ

(τ(η) ⇒ Jµ ∈ τK)

=
∧

η∈Xµ

(τ(η) ⇒ J
A
η ∈ τK).

Thus,

J
A
τ ⊆ τK =

∧
µ∈dom(

A
τ )

(
A
τ (µ) ⇒ Jµ ∈ τK)

=
∧

µ∈dom(
A
τ )

∧
η∈Xµ

(τ(η) ⇒ J
A
η ∈ τK)

=
∧

η∈dom(τ)

(τ(η) ⇒ J
A
η ∈ τK).

(2) For each µ ∈ dom(
A
τ ),

A
τ (µ) ∧ Jσ = µK =

∨
η∈Xµ

(τ(η) ∧ Jσ =
A
ηK). So

Jσ ∈ A
τ K =

∨
µ∈dom(

A
τ )

(
A
τ (µ) ∧ Jσ = µK)

=
∨

µ∈dom(
A
τ )

∨
η∈Xµ

(τ(η) ∧ Jσ =
A
ηK)

=
∨

η∈dom(τ)

(τ(η) ∧ Jσ =
A
ηK).

□
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To prove UB |= Replacement, a key observation will be that we can compute a

lowerbound of Jτ =
A
τ K using automorphisms.

Definition 2.5. Let a, b be two urelements. iab : U → U is the automorphism
generated by the permutation of A which only swaps a and b.

Note that for every set τ ∈ UB, iab τ = {⟨iabη, iabp⟩ | ⟨η, p⟩ ∈ τ}, which is a B-name if
iab fixes B.

Proposition 2.6. Let a, b be two urelements such that a, b /∈ ker(B). For every
τ, σ ∈ UB,

(1) Jiab τ ⊆ τK =
∧

η∈dom(τ)

(τ(η) ⇒ Jiabη ∈ τK).

(2) Jσ ∈ iab τK =
∨

η∈dom(τ)

(τ(η) ∧ Jσ = iabηK).

(3) Jσ = iab τK ⩽ Jσ = τK.

Proof. Note that iab point-wise fixes B. So for every τ and η ∈ dom(τ), iab τ(iabη) =
τ(η), from which (1) and (2) follow.

(3) We prove this by induction. Suppose that the statement holds for all the
B-names in dom(σ). For every γ ∈ dom(σ),

Jγ ∈ iab τK =
∨

η∈dom(τ)

(Jγ = iabηK ∧ τ(η))

⩽
∨

η∈dom(τ)

(Jγ = ηK ∧ τ(η))(induction hypothesis)

= Jγ ∈ τK.

This shows that∧
γ∈dom(σ)

(σ(γ) ⇒ Jγ ∈ iab τK) ⩽
∧

γ∈dom(σ)

(σ(γ) ⇒ Jγ ∈ τK).

Therefore, Jσ ⊆ iab τK ⩽ Jσ ⊆ τK. Jiab τ ⊆ σK ⩽ Jτ ⊆ σK is shown by the same
argument, and hence Jσ = iab τK ⩽ Jσ = τK. □

Lemma 2.7. Let A be a set of urelements such that ker(B) ⊆ A and a be a
urelement not in A. Then for any τ ∈ UB,∧

b∈A \A

Jτ = iab τK ⩽ Jτ =
A
τ K.

Proof. Suppose that the lemma holds for all B-names in dom(τ).

Claim 2.7.1. For every η ∈ dom(τ), Jη ∈ iab τK ∧ Jiabη ∈ τK ⩽ Jη = iabηK.

Proof of the Claim. Let η ∈ dom(τ). For every µ ∈ dom(τ),

Jη = iabµK ∧ Jµ = iabηK ⩽ Jη = µK ∧ Jµ = iabηK
⩽ Jη = iabηK,

where the first line holds by Proposition 2.6 (3). Therefore,

Jη ∈ iab τK ∧ Jiabη ∈ τK =
∨

µ∈dom(τ)

(τ(µ) ∧ Jη = iabµK ∧ Jµ = iabηK)

⩽ Jη = iabηK,
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where the first line holds by Proposition 2.6 (2). ■

So we have∧
b∈A \A

Jτ = iab τK =
∧

b∈A \A

Jτ ⊆ iab τK ∧ Jiab τ ⊆ τK

=
∧

b∈A \A

∧
η∈dom(τ)

(τ(η) ⇒ Jη ∈ iab τK ∧ Jiabη ∈ τK)(Proposition 2.6 (1))

=
∧

η∈dom(τ)

(τ(η) ⇒
∧

b∈A \A

Jη ∈ iab τK ∧ Jiabη ∈ τK)

⩽
∧

η∈dom(τ)

(τ(η) ⇒
∧

b∈A \A

Jη = iabηK)(Claim 2.7.1)

⩽
∧

η∈dom(τ)

(τ(η) ⇒ Jη =
A
ηK)(induction hypothesis)

=
∧

η∈dom(τ)

[τ(η) ⇒ (τ(η) ∧ Jη =
A
ηK ∧ J

A
η = ηK)]

⩽
∧

η∈dom(τ)

[τ(η) ⇒
∨

µ∈dom(τ)

(τ(µ) ∧ Jη =
A
µK ∧ J

A
η = µK)]

=
∧

η∈dom(τ)

[τ(η) ⇒ (Jη ∈ A
τ K ∧ J

A
η ∈ τK)](Proposition 2.5 (2))

= Jτ ⊆ A
τ K ∧ J

A
τ ⊆ τK(Proposition 2.5 (1))

= Jτ =
A
τ K.

□

Theorem 2.8. UB |= Replacement.

Proof. We may assume Collection does not hold in U , otherwise UB |= Replacement
as UB |= Collection by Lemma 2.4, which means there is a proper class of urelements
in U . To prove the theorem, it suffices to show that for every π ∈ UB, there is a
ρ ∈ UB such that for every σ ∈ dom(π),

J∃!yφ(σ, y)K ⩽ J∃y ∈ ρ φ(σ, y)K(1)

Fix a π and let A = ker(B) ∪ ker(π).

Claim 2.8.1. For every σ ∈ dom(π) and τ ∈ UB, there is a τ∗ ∈ UB such that
τ∗ ∈ V (A) and Jφ(σ, τ) ∧ ∀z(φ(σ, z) → z = τ)K ⩽ Jφ(σ, τ∗)K.

Proof of the Claim. Let p = Jφ(σ, τ)∧∀z(φ(σ, z) → z = τ)K and fix some urelement
a such that a /∈ A, which exists because A is a proper class. Then for every
urelement b /∈ A, Jφ(σ, τ)K = Jφ(σ, iab τ)K, because iab point-wise fixes B and every
σ ∈ dom(π). Moreover, for each urelement b /∈ A,

p ⩽ Jφ(σ, τ)K ∧ (Jφ(σ, iab τ)K ⇒ Jτ = iab τK)
= Jφ(σ, τ)K ∧ Jτ = iab τK
⩽ Jτ = iab τK.
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It follows that

p ⩽ Jφ(σ, τ)K ∧
∧

b∈A \A

Jτ = iab τK

⩽ Jφ(σ, τ)K ∧ Jτ =
A
τ K(Lemma 2.7)

⩽ Jφ(σ,
A
τ )K.

Since ker(
A
τ ) ⊆ A, the claim follows. ■

Let ⟨σ, p⟩ ∈ dom(π)×B be such that p = Jφ(σ, τ)∧∀z(φ(σ, z) → z = τ)K for some
τ ∈ UB. By Claim 2.8.1, there exists a least ordinal ασ,p such that ∃τ∗ ∈ Vασ,p(A)

with p ⩽ Jφ(σ, τ∗)K. Let γ =
⋃

⟨σ,p⟩∈dom(π)×B ασ,p and ρ = (Vγ(A) ∩ UB) × {1}. It

is easy to check that for every σ ∈ dom(π), J∃!yφ(σ, y)K ⩽ J∃y ∈ ρ φ(σ, y)K, which
completes the proof. □

Theorem 2.9 (The Fundamental Theorem of UB). Assume ZFUR. Let B be a
complete Boolean-algebra. Then

(1) UB |= ZFUR, and UB |= AC if U |= AC;
(2) UB |= Collection if U |= Collection;
(3) UB |= Plenitude if U |= Plenitude;
(4) if U |= AC, then UB |= Plenitude only if U |= Plenitude;
(5) if U |= AC, then UB |= Tail if U |= Tail.

Proof. (1) is Theorem 2.2 and 2.8. (2) is Lemma 2.4.
(3) Suppose that Plenitude holds in U . It suffices to show that for any τ ∈ UB,

Jτ ∈ OrdK ⩽ J∃x ⊆ A (x ∼ τ)K. Fix some τ ∈ UB. For any ordinal α, there is some
A ⊆ A such that A ∼ α and so JǍ ∼ α̌K = 1. Thus, we have

Jτ = α̌K = Jτ = α̌ ∧ α̌ ∼ Ǎ ∧ Ǎ ⊆ A K ⩽ JǍ ⊆ A ∧ Ǎ ∼ τK.

This shows that

Jτ ∈ OrdK =
∨

α∈Ord

Jτ = α̌K

⩽
∨

σ∈UB

Jσ ⊆ A ∧ σ ∼ τK

= J∃x ⊆ A (x ∼ τ)K.

(4) Suppose that U |=AC. We prove the stronger statement that UB |= ¬Plenitude
if U ̸|= Plenitude. Suppose for reductio that U ̸|= Plenitude but UB ̸|= ¬Plenitude.
In U , fix some cardinal λ such that there is no set of urelements of size λ. Since
J∃τ(τ is a cardinal ∧ λ̌ < τ)K = 1 and JPlenitudeK ̸= 0, it follows that

J∃τ(τ is a cardinal ∧ λ̌ < τ ∧ ∃σ ⊆ A (τ ⪯ σ))K ̸= 0.

So for some τ, σ ∈ UB, Jτ is a cardinal ∧ λ̌ ∈ τ ∧ τ ⪯ σ ∧ σ ⊆ A K ̸= 0. By Lemma
2.3, Jσ ⊆ A K = Jσ ⊆ ǍσK, where Aσ = A ∩ dom(σ). Thus

Jτ is a cardinal ∧ λ̌ ∈ τ ∧ τ ⪯ ǍσK ̸= 0.

By AC in UB, Aσ is equinumerous with some cardinal κ less than λ, so JǍσ ∼
κ̌ ∧ κ̌ < λ̌K = 1. Therefore, Jτ is a cardinal ∧ λ̌ < τ ∧ κ̌ < λ̌ ∧ τ ⪯ κ̌K ̸= 0, which is
a contradiction.

(5) We use the following lemma.
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Lemma 2.10. Over ZFCUR, ¬Plenitude ∧ Collection → Tail.

Proof. Suppose that Plenitude fails but Collection holds. Given a set A ⊆ A , let κ
be the least cardinal such that there is no set of urelements of size κ that is disjoint
from A. By Collection, there is a set v such that for every cardinal λ < κ, there
is a B ⊆ A in v such that B ∼ λ and B ∩ A = ∅. Let C =

⋃
{B ∈ v | B ⊆

A and B ∩A = ∅}. The cardinality of C is then the tail cardinal of A. □

Now suppose that U |= AC ∧ Tail. Clearly, U ̸|= Plenitude; and U |= Collection
by Theorem 1.3. It follows from (2) and the proof of (4) that UB |= (¬Plenitude ∧
Collection). Therefore, UB |= Tail. □

It is not known if the assumption U |= AC in Theorem 2.9 (4) and (5) can be
dropped. As we will see later (Theorem 2.19), the converse of (5) does not hold:
Tail can be recovered in UB from certain models of ZFCUR + ¬Tail.

2.3. Destroy and Recover Axioms in UB. We now discuss how UB can destroy
or recover certain axioms (our arguments are analogous to the ones in [12]). The

following is a standard construction of the canonical B-name ḟ for a sequence f of
B-names.

Definition 2.6. For every τ, σ ∈ UB,

{τ}B = {⟨τ, 1⟩};

{τ, σ}B = {⟨τ, 1⟩, ⟨σ, 1⟩};

⟨τ, σ⟩B = {{τ}B, {τ, σ}B}.

Let α ∈ Ord and f : α→ UB be an α-sequence of B-names.

ḟ = {⟨β̌, f(β)⟩B | β ∈ α} × {1}.

The next proposition is easy to verify based on the definition above.

Proposition 2.11. Let f : α→ UB be an α-sequence of B-names for some ordinal
α and β < α. Then

(1) UB |= ḟ is an α̌-sequence;

(2) UB |= ⟨β̌, f(β)⟩ ∈ ḟ ;

(3) UB |= ˙(f↾β) = ḟ↾β̌. □

Let us clarify what the proposition says. According to (1), UB always thinks that ḟ

is an α̌-sequence, and by (2) UB also thinks that ḟ maps β̌ to f(β) for every β < α;
(3) shows the uniformity of the canonical names, i.e., for every β < α, UB thinks

that the canonical name of f↾β, ˙(f↾β), is indeed ḟ restricted to β̌.
A partial order (P,⩽) is κ-closed if every descending chain in P of length λ < κ

in P has a lower bound. A complete Boolean algebra B is κ-closed if (B+,⩽) has
a dense subset that is κ-closed. It is a classic result in ZFC that every κ-closed B
preserves cardinals below κ, which carries over into ZFCUR without any difficulties.
In particular, if B is κ-closed and ωα ⩽ κ, then UB |= ω̌α = ωα. Now we show that
κ+-closed B will preserve the DCκ-scheme over ZFCUR.

Theorem 2.12. Let κ be an infinite cardinal. If U |= ZFCUR+DCκ-scheme and
B is κ+-closed, then UB |= DCκ-scheme.
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Proof. Let κ = ωγ for some ordinal γ. Let J∀x∃yφ(x, y)K = p. We show that

p ⩽ J∃f(f is a function on ωγ ∧ ∀α < ωγ φ(f↾α, f(α)))K.

A κ-sequence of pairs ⟨⟨pα, τα⟩ : α ∈ κ⟩ is said to be a φ-chain below p if ⟨pα : α < κ⟩
is an infinite descending sequence below p and for every α < κ, pα ⩽ Jφ(ḟα, τα)K,
where fα = ⟨τβ : β < α⟩. A q ∈ B bounds ⟨⟨pα, τα⟩ : α ∈ κ⟩ if q is a lower bound of
⟨pα : α < κ⟩. Let X = {q ∈ B+ : q bounds some φ-chain below p}.

Claim 2.12.1. X is dense below p.

Proof of the Claim. First, the DCκ-scheme is equivalent to the following scheme
(parameters omitted, see [13, Proposition 13]).

For every definable class X, if every s ∈ X<κ has some y ∈ X such that
φ(x, y), then there is a function f ∈ Xκ such that φ(f↾α, f(α)) for every
α < κ.

Let 0 ̸= p′ ⩽ p. Fix some dense subset D ⊆ B+ that is κ+-closed and let D⩽p′ =
{q ∈ D | q ⩽ p′}. Let ψ(x, y) assert

“If x = ⟨⟨pη, τη⟩ : η < α⟩ ⊆ (B×UB)α for some α < κ and ⟨pη : η < α⟩ is a
descending chain, then y = ⟨q, τ⟩ ∈ B×UB such that q is a lower bound of

⟨pη : η < α⟩ and q ⩽ Jφ(ḟ , τ)K, where f = ⟨τη : η < α⟩.”
Now fix some x = ⟨⟨pη, τη⟩ : η < α⟩ ∈ (D⩽p′ × UB)<κ, where ⟨pη : η < α⟩ is a
descending chain. Let f = ⟨τη : η < α⟩. Since any σ ∈ UB, p ⩽

∨
τ∈UBJφ(σ, τ)K,

p ⩽ Jφ(ḟ , τ)K for some τ ∈ UB. D⩽p′ contains a lower bound q of ⟨pη : η < α⟩, so
there is some ⟨q, τ⟩ ∈ D⩽p′ × UB such that ψ(x, ⟨q, τ⟩). By the DCκ-scheme in U ,
there exists a φ-chain below p′, where all the first components of the pairs are in
D. Since D is κ+-closed, this chain has a bound in X which is ⩽ p′. Therefore, X
is dense below p. ■

Consider any q ∈ X, which bounds some φ-chain ⟨⟨pα, τα⟩ : α ∈ κ⟩ below

p. Let g = ⟨τα : α < κ⟩. Since q ⩽ pα ⩽ Jφ( ˙(g↾α), g(α))K for all α < κ, q ⩽∧
α<κJφ(ġ↾α̌, ġ(α̌))K = J∀α < κ̌ φ(ġ↾α, ġ(α))K. B is κ-closed, so UB |= κ̌ = ωγ .

Thus, for every q ∈ X, q ⩽ J∃f [f is a function on ωγ ∧∀α < ωγ φ(f↾α, f(α))]K. As
X is dense below p, it follows that

p ⩽
∨
X

⩽ J∃f [f is a function on ωγ ∧ ∀α < ωγφ(f↾α, f(α))]K.

□

The assumption of Theorem 2.12 cannot be dropped: next we show that there
can be some B such that UB ̸|= DCω1-scheme even if the DCω1-scheme holds in U .
Given an infinite cardinal κ, the complete Boolean algebra RO(κω) consists of all
the regular open sets of the product topology κω, where κ is assigned the discrete
topology. It is well-known that in V RO(κω), κ̌ is collapsed to ω. We include a proof
of this fact for completeness.

Lemma 2.13. Let κ be an infinite cardinal and B = RO(κω). Then UB |= κ̌ ∼ ω.

Proof. It suffices to show that UB |= κ̌ ⩽ ω̌. For each n ∈ ω and ξ ∈ κ, let
pnξ = {g ∈ κω | g(n) = ξ}. Define τ = {

〈
⟨ň, ξ̌⟩B, pnξ

〉
| n ∈ ω and ξ ∈ κ}.

For every n ∈ ω and ξ1 ̸= ξ2 ∈ κ, pnξ1 ∧ pnξ2 = {g ∈ κω | g(n) = ξ1} ∩ {g ∈
κω | g(n) = ξ2} = ∅. So UB |= τ is a partial function on ω̌. Also, for any ξ ∈ κ,
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n<ω pnξ = ({g ∈ κω | for some n < ω, g(n) = ξ})◦ = κω. So for any ξ ∈ κ, J∃x ∈

ω̌τ(x) = ξ̌K =
∨

n<ω pnξ = κω. Therefore, UB |= τ is a surjection onto κ̌. □

Lemma 2.14. Suppose that in U every set of urelements has size ≤ κ for some
infinite cardinal κ. Let B = RO(κω). Then UB |= every set of urelements is
countable.

Proof. For every τ ∈ UB,

Jτ ⊆ A K = Jτ ⊆ Ǎτ K(Lemma 2.3)

= Jτ ⊆ Ǎτ ∧ Ǎτ ⪯ κ̌K(Aτ ⪯ κ)

⩽ Jτ ⪯ κ̌K
= Jτ ⪯ κ̌ ∧ κ̌ ∼ ωK(Lemma 2.13)

⩽ Jτ ⪯ ωK.

That is, UB |= every set of urelements is countable. □

Lemma 2.15. If every set of urelements is countable and A is a proper class, then
the DCω1

-scheme fails.

Proof. For every x there is a y with ker(x) ⊊ ker(y), but there cannot be a function
f on ω1 with ker(f↾α) ⊊ ker(f(α)) for all α < ω1 otherwise f would have an
uncountable kernel. □

Theorem 2.16. There is a model U of ZFCUR and some B ∈ U such that UB ̸|=
DCω1

-scheme but U |= DCω1
-scheme ∧ Collection.

Proof. Consider a model U of ZFCUR where every set of urelements has tail cardinal
ω1 (see [13, Theorem 27 (6)]) and let B = RO(ωω

1 ). By Theorem 1.3 and 1.2, both
the DCω1

-scheme and Collection hold in U . By Lemma 2.14, UB |= every set of
urelements is countable. Therefore, UB ̸|= DCω1-scheme by Lemma 2.15. □

When U |= ZFCUR + Collection + DCω-scheme, UB |= DCω-scheme for every
B because the DCω-scheme follows from ZFCUR + Collection (Theorem 1.3). The
following question, however, is open.

Question 2.17. If U |= ZFCUR + DCω-scheme, does UB |= DCω-scheme for every
B?

RO(κω) can be used to recover Collection and Tail from certain models of
ZFCUR.

Theorem 2.18. Suppose that U |= ZFCUR and in U for every set of urelements
there is an infinite set of urelements disjoint from it. Then for some B ∈ U , UB |=
Collection.

Proof. We may assume that Plenitude fails in U otherwise by Theorem 1.3 and
Theorem 2.9, every UB satisfies Collection. Thus, there is a least cardinal κ in U
such that there is no set of urelements of size κ. Let B = RO(κω). By Lemma
2.14, UB |= every set of urelements is countable. Moreover, for every τ ∈ UB, let
B ∈ U be an infinite set of urelements disjoint from Aτ ; since JǍτ ∩ B̌ = ∅K = 1,
Jτ ⊆ A K = Jτ ⊆ Ǎτ K ⩽ Jτ ∩ B̌ = ∅ ∧ B̌ is infiniteK. Therefore, UB |= Tail because
UB thinks that every set of urelements has tail cardinal ω. It then follows from
Theorem 1.3 that UB |= Collection. □
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The assumption of this theorem cannot be dropped: if U is a finite-kernel model
(Remark 1.1) then every UB will be a finite-kernel model by Lemma 2.3 and hence
UB |= ¬Collection.

Corollary 2.18.1. If U |= ZFCUR+ DCω-scheme, then UB |= Collection for some
B ∈ U .

Proof. We may assume A is a proper class in U . Then by DCω-scheme, for every
set A of urelements, there is an infinite sequence of sets of urelements ⟨An : n < ω⟩
such that An ⊊ An+1 and An ∩ A = ∅. The kernel of this sequence will be an
infinite set of urelements disjoint from A, so Theorem 2.18 applies. □

Theorem 2.19. There is a model U of ZFCUR + ¬Tail such that UB |= Tail for
some B ∈ U .

Proof. Let U be a model of ZFCUR where every set of urelements has size < ℵω

and for every n < ω, there is some A ⊆ A of size ℵn. The existence of U follows
from [13, Theorem 26]. Thus, U |= ¬Tail. Let B = RO((ℵω)ω). By Lemma 2.14
and the proof of Theorem 2.18, UB |= Tail. □

3. A New Construction UB

3.1. UB Is Almost Never Full. A very desirable property of Boolean-valued
models is called fullness.

Definition 3.1. Let MB be a Boolean-valued model. MB is full if and only if, for
any formula φ(v, v1, ..., vn) and τ1, ..., τn ∈ MB, there is some τ ∈ MB such that
J∃vφ(v, τ1, ..., τn)K = Jφ(τ, τ1, ..., τn)K.

In other words, a Boolean-valued model is full just in case there exists a “witness”
in the model for every existential formula. It is a standard result that if V |= ZFC,
then V B is full for every B. One reason why fullness is highly desirable is because
the generalized  Loś theorem holds for all full Boolean-valued models (see [9], [8],
[1], and [11] for many other applications of fullness). In the context of set theory,
this allows us to construct forcing extensions over any model of ZFC (see [6] for
more on this).

However, the very construction of UB makes it almost never full.

Remark 3.1. UB is not full if there are two urelements and B is a proper extension
of 2.

Proof. Consider the B-name τ = {⟨a1, p⟩, ⟨a2,¬p⟩}, where a1, a2 are two differ-
ent urelements and p is an intermediate Boolean value. Let φ(v) be the formula
∃x(A (x) ∧ x ∈ v). Then Jφ(τ)K = 1. Suppose for reductio that there is some
σ ∈ UB with JA (σ) ∧ σ ∈ τK = 1. By Definition 2.1, σ must be identical to both
a1 and a2—contradiction. □

One root of this drawback is that UB is not closed under mixtures of names, the
general notion of which is defined as follows.

Definition 3.2. Let MB be a Boolean-valued model, {σi | i ∈ I} ⊆ MB and
{pi | i ∈ I} ⊆ B, where I is an index set. τ ∈ MB mixes {σi | i ∈ I} with respect

to {pi | i ∈ I} if pi ⩽ Jτ = σiKM
B

for every i ∈ I. τ is also said to be their mixture.

It is a standard result in ZF that V B is closed under mixtures.
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Lemma 3.2. Assume ZF in V and let B ∈ V be a complete Boolean algebra.
Every {τi | i ∈ I} ⊆ V B and antichain {pi | i ∈ I} ⊆ B have a mixture.

Proof. This is by a standard argument as in [2, Mixing Lemma 1.25]. Let dom(τ) =⋃
i∈I dom(τi). For every σ ∈ dom(τ), let τ(σ) =

∨
i∈I(pi ∧ Jσ ∈ τiK). Note that the

definition makes sense since all names in V B are sets. It is routine to check τ is
indeed a mixture. □

UB, as we have seen, is not closed under mixtures since no name can mix two
different urelements indexed by two incompatible intermediate values.

3.2. A New Construction. It is natural to ask if there can be a different con-
struction of Boolean-valued models with urelements that is closed under mixtures
and if these models will be full. In this subsection we provide a new construction
of names that is closed under mixtures. The issue of fullness will be addressed in
the last subsection.

Definition 3.3. Let B be a complete Boolean algebra.

(1) τ : dom(τ) → B is a B-mixed-name if and only if, for any x ∈ dom(τ), x is
either a urelement or a B-mixed-name, and for any urelement a ∈ dom(τ)
and x ∈ dom(τ) such that x ̸= a, τ(a) ∧ τ(x) = 0.

(2) UB = {τ : τ is a B-mixed-name}.

(3) Let τ ∈ UB. domA (τ) = dom(τ) ∩ A ; domB(τ) = dom(τ) ∩ UB.
(4) LB is the extended language that contains an additional binary predicate

A
= and each B-mixed-name as a constant symbol. ALB is the class of all

atomic formulas in LB. The Boolean evaluation function J KUB
: ALB → B

is defined as follows.

JA (τ)KUB
=

∨
a∈domA (τ)

τ(a);

Jτ A
= σKUB

=
∧

a∈domA (τ)∩domA (σ)

(τ(a) ⇔ σ(a)) ∧
∧

a∈domA (τ)\domA (σ)

¬τ(a)

∧
∧

a∈domA (σ)\domA (τ)

¬σ(a);

Jτ ∈ σKUB
=

∨
µ∈domB(σ)

(Jτ = µKUB ∧ σ(µ));

Jτ ⊆ σKUB
=

∧
η∈domB(τ)

(τ(η) ⇒ Jη ∈ σKUB
);

Jτ = σKUB
= Jτ ⊆ σKUB ∧ Jσ ⊆ τKUB ∧ Jτ A

= σKUB
.

J KUB
can be extended to all formulas in LB in the standard way as before, and we

shall let UB denote the structure
〈
UB, J KUB

〉
.

Let us explain the idea behind mixed-names and highlight some differences be-

tween UB and UB. First, no urelement is a B-mixed-name since every B-mixed-name

is a set, and each urelement a will be represented by {⟨a, 1⟩} in UB instead of itself.

Second, for any τ ∈ UB and urelement a, τ(a), metaphorically speaking, represents
the B-value of τ “being identical to” the urelement a, rather than the value of a
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“being a member of” τ . Accordingly, there can be mixed-names that is identical
to both (the canonical names of) a set and a urelement to a non-zero degree, e.g.,

{⟨a, p⟩ , ⟨∅,¬p⟩}. And Jτ A
= σKUB

is the degree to which τ and σ are identical given
that they are taken as urelements.

Finally, the incompatibility condition in Definition 3.3 (1) amounts to the restric-
tion that for every σ ∈ domB(τ), {τ(a) | a ∈ domA (τ)} ∪ {τ(σ)} is an antichain,
which is motivated by the following consideration. If a, b ∈ dom(τ) are two urele-
ments, then τ(a) ∧ τ(b) must be 0 because this is the degree to which τ is both of
them; if a, σ ∈ dom(τ), where σ is a B-mixed-name, then τ(a) ∧ τ(σ) must be 0
because this is the degree to which τ is a urelement with a member. In fact, this

restriction ensures that no urelement can have any members in UB.

Proposition 3.3. J∀x(A (x) → ∀y(y /∈ x))KUB
= 1.

Proof. For every τ ∈ UB,

JA (τ)K =
∨

a∈domA (τ)

τ(a)

⩽
∧

µ∈domB(τ)

¬τ(µ)

⩽
∧

σ∈UB

∧
µ∈domB(τ)

(Jσ ̸= ηK ∨ ¬τ(µ))

= J∀y(y /∈ τ)K.

The second line holds because for any urelement a ∈ domA (τ) and µ ∈ domB(τ),
τ(a) ≤ ¬τ(µ). □

Next we verify that UB is indeed a Boolean-valued model.

Proposition 3.4. For any τ, σ, π in UB,

(1) Jτ = τKUB
= 1;

(2) τ(η) ⩽ Jη ∈ τKUB
for every η ∈ domB(τ);

(3) Jτ = σKUB
= Jσ = τKUB

;

(4) Jτ = σ ∧ τ ∈ πKUB
⩽ Jσ ∈ πKUB

;

(5) Jτ = σ ∧ π ∈ τKUB
⩽ Jπ ∈ σKUB

;

(6) Jτ = σ ∧ σ = πKUB
⩽ Jτ = πKUB

;

(7) Jτ = σ ∧ A (τ)KUB
⩽ JA (σ)KUB

.

Proof. The proofs of (1)-(5) can be found in [2, Theorem 1.23] with trivial modifi-

cations, as Jτ A
= σKUB

causes no difficulties for the usual proofs to go through.

(6) The proof of Jτ = σ ∧σ = πKUB
⩽ Jτ ⊆ πKUB ∧ Jπ ⊆ τKUB

is exactly the same

as in [2, p.31], so we only show Jτ = σ ∧ σ = πKUB
⩽ Jτ A

= πKUB
. Let

τ+ = τ ∪ {⟨a, 0⟩ | a ∈ domA (σ) ∪ domA (π) and a /∈ domA (τ)};
σ+ = σ ∪ {⟨a, 0⟩ | a ∈ domA (τ) ∪ domA (π) and a /∈ domA (σ)};
π+ = π ∪ {⟨a, 0⟩ | a ∈ domA (τ) ∪ domA (σ) and a /∈ domA (π)}.

τ+, σ+ and π+ then have the same set of urelements in their domain, so let A =
domA (τ+). It is easy to see that
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Jτ A
= σKUB

=
∧

a∈A(τ+(a) ⇔ σ+(a));

Jσ A
= πKUB

=
∧

a∈A(σ+(a) ⇔ π+(a)); and

Jτ A
= πKUB

=
∧

a∈A(τ+(a) ⇔ π+(a)).

Thus,

Jτ = σ ∧ σ = πKUB
⩽ Jτ A

= σKUB ∧ Jσ A
= πKUB

=
∧
a∈A

(τ+(a) ⇔ σ+(a)) ∧
∧
a∈A

(σ+(a) ⇔ π+(a))

⩽
∧
a∈A

(τ+(a) ⇔ π+(a))

= Jτ A
= πKUB

.

(7) We only show Jτ A
= σKUB ∧ JA (τ)KUB

⩽ JA (σ)KUB
. Let τ+, σ+ and A be as

in the previous paragraph. It follows that

Jτ A
= σKUB ∧ JA (τ)KUB

=
∧
a∈A

(τ+(a) ⇔ σ+(a)) ∧
∨
a∈A

τ+(a)

⩽
∨
a∈A

σ+(a) =
∨

a∈domA (σ)

σ(a) = JA (σ)KUB
.

□

Proposition 3.5. For every τ in UB,

J∃x ∈ τ φ(x)KUB
=

∨
η∈domB(τ)

(τ(η) ∧ Jφ(η)KUB
).

Proof. The proof is exactly the same as in [2, p.27]. One just need to note that the

urelements in dom(τ), if any, will be ignored when computing Jσ ∈ τKUB
. □

We now show that UB is closed under mixtures.

Lemma 3.6. Every {τi | i ∈ I} ⊆ UB and antichain {pi | i ∈ I} ⊆ B have a
mixture.

Proof. We define their mixture τ as follows. Let dom(τ) =
⋃
i∈I

dom(τi). For every

x ∈ dom(τ),

τ(x) =
∨
i∈Jx

(pi ∧ τi(x)),

where Jx = {i ∈ I | x ∈ dom(τi)}.

Claim 3.6.1. τ ∈ UB.

Proof of the Claim. Suppose that a ∈ domA (τ) and x ∈ dom(τ) with x ̸= a. Then
τ(a) ∧ τ(x) =

∨
i∈Ja

(pi ∧ τi(a)) ∧
∨

j∈Jx
(pj ∧ τj(x)). We need to show that for any

i ∈ Ja, j ∈ Jx,

pi ∧ τi(a) ∧ pj ∧ τj(x) = 0.

If i ̸= j, then pi∧pj = 0 as {pi | i ∈ I} is an antichain. If i = j, then a, x ∈ dom(τi)
so τi(a) ∧ τi(x) = 0 because τi is a B-mixed-name. ■

Now we show that for every i ∈ I, pi ⩽ Jτ = τiKU
B
. Fix an i ∈ I.
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Claim 3.6.2. pi ⩽ Jτ ⊆ τiKU
B
.

Proof of the Claim. Let η ∈ domB(τ) and j ∈ Jη. If i ̸= j, then pi ⩽ ¬pj ; otherwise,

η ∈ dom(τi) so τi(η) ⩽ Jη ∈ τiKU
B

by Proposition 3.4 (2), and hence ¬τj(η) ∨ Jη ∈
τiKU

B
= 1. It follows that for every j ∈ Jη, pi ⩽ ¬pj ∨ ¬τj(η) ∨ Jη ∈ τiKU

B
. Thus,

for every η ∈ domB(τ),

pi ⩽ [
∨
j∈Jη

pi ∧ τj(η)] ⇒ Jη ∈ τiKU
B

= τ(η) ⇒ Jη ∈ τiKU
B
.

Therefore, pi ⩽
∧

η∈domB(τ)

(τ(η) ⇒ Jη ∈ τiKU
B
) so pi ⩽ Jτ ⊆ τiKU

B
. ■

Claim 3.6.3. pi ⩽ Jτi ⊆ τKUB
.

Proof of the Claim. For every η ∈ domB(τi),

pi ⩽ τi(η) ⇒ (pi ∧ τi(η))

⩽ τi(η) ⇒ τ(η)

⩽ τi(η) ⇒ Jη ∈ τKUB
.

Therefore, pi ⩽
∧

η∈domB(τi)

(τi(η) ⇒ Jη ∈ τKUB
) so pi ⩽ Jτi ⊆ τKUB

. ■

Claim 3.6.4. pi ⩽ Jτ A
= τiKU

B
.

Proof of the Claim. By the definition of
A
= and τ , it suffices to show the following

two hold.

∀a ∈ domA (τ) \ domA (τi), pi ⩽ ¬τ(a).(2)

∀a ∈ domA (τ) ∩ domA (τi), pi ⩽ τ(a) ⇔ τi(a).(3)

For (2), for every a ∈ domA (τ)\domA (τi), i /∈ Ja and so pi ⩽ ¬pj for every j ∈ Ja.
Thus, pi ⩽ ¬

∨
j∈Ja

(pj ∧ τj(a)) = ¬τ(a).

For (3), let a ∈ domA (τ)∩domA (τi). Since τ(a) =
∨

j∈Ja
pj ∧τj(a), it is enough

to show the following two hold.

pi ⩽
∧
j∈Ja

(¬pj ∨ ¬τj(a) ∨ τi(a)).(4)

pi ⩽ ¬τi(a) ∨
∨
i∈Ja

(pj ∧ τj(a)).(5)

For (4), note that if i ̸= j, then pi ⩽ ¬pj ; otherwise ¬τi(a) ∨ τi(a) = 1. For (5), as
i ∈ Ja, we have

pi ⩽ ¬τi(a) ∨ pi
= ¬τi(a) ∨ (pi ∧ τi(a))

⩽ ¬τi(a) ∨
∨
i∈Ja

(pj ∧ τj(a)).

■
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This completes the proof of the lemma. □

3.3. Embedding UB into UB. In this section, we clarify the relationship between

UB and UB by proving that UB can be elementarily embedded into UB. We first de-

fine the hat-names in UB, which is the analog of the check-names in UB (Definition
2.2).

Definition 3.4. For every x ∈ U ,

x̂ =

{
{⟨x, 1⟩} x ∈ A

{⟨ŷ, 1⟩ | y ∈ x} x is a set.

As before, the map x 7→ x̂ preserves ∆0 assertions from U to UB. We note that for

any urelement a, â is the canonical name of a in UB, while {⟨a, 1⟩} is the canonical
name of {a} in UB. The following lemma demonstrates an expected feature of â
and will be useful later on.

Lemma 3.7. For every τ ∈ UB and a ∈ domA (τ), Jâ = τKUB
= τ(a).

Proof. First, Jâ ⊆ τKUB
= 1 and

Jâ A
= τKUB

= (τ(a) ⇔ 1) ∧
∨

b∈domA (τ)\{a}

¬τ(b)

= τ(a).

Also,

Jτ ⊆ âKUB
=

∧
η∈domB(τ)

(τ(η) ⇒ Jη ∈ âKUB
)

=
∧

η∈domB(τ)

(τ(η) ⇒ 0)

=
∧

η∈domB(τ)

¬τ(η)

⩾ τ(a).

Thus, Jâ = τKUB
= Jτ ⊆ âKUB ∧ Jâ ⊆ τKUB ∧ Jâ A

= τKUB
= τ(a). □

Now we define a natural embedding from UB to UB.

Definition 3.5. For every τ ∈ UB,

j(τ) =

{
â τ is some urelement a

{⟨j(η), τ(η)⟩ | η ∈ dom(τ)} τ is a set.

By a straightforward induction, one can show that j is one-one and hence j(τ)

is a B-valued function; moreover, as dom(j(τ)) ⊆ UB whenever τ is a set, the

incompatibility condition in Definition 3.3 is trivially satisfied, and hence j(τ) ∈ UB

for every τ ∈ UB. We shall write jτ for j(τ) from now on.

Lemma 3.8. For every τ, σ ∈ UB, Jφ(τ, σ)KU
B

= Jφ(jτ, jσ)KUB
, where φ is an

atomic formula.
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Proof. We prove the lemma by induction on τ and σ.

Suppose that φ is A (v1). Then JA (τ)KU
B

= 1 = JA (jτ)KUB
if τ ∈ A ; otherwise

JA (τ)KU
B

= 0 = JA (jτ)KUB
.

Suppose that φ is v1 ∈ v2. Then

Jτ ∈ σKU
B

=
∨

µ∈dom(σ)

(Jτ = µKU
B
∧ σ(µ))

=
∨

µ∈dom(σ)

(Jjτ = jµKUB ∧ jσ(jµ))(induction hypothesis)

= Jjτ ∈ jσKUB
.

Suppose that φ is v1 = v2. Since j is injective, it suffices to consider the following
two cases.
Case 1 : τ is some urelement a and σ ̸= τ . Then Jτ = σKU

B
= 0. If σ is some

urelement b, then we have Jâ = b̂KUB
= 0. If σ is a set, then Jâ A

= jσKUB
= 0

because jσ has no urelements in its domain and hence Jâ = jσKUB
= 0.

Case 2 : τ and σ are sets. Then Jjτ A
= jσKUB

= 1. So

Jjτ = jσKUB
= Jjτ ⊆ jσKUB ∧ Jjσ ⊆ jτKUB

=
∧

η∈dom(τ)

(τ(η) ⇒ Jjη ∈ jσKUB
) ∧

∧
µ∈dom(σ)

(σ(µ) ⇒ Jjµ ∈ jτKUB
)

= Jτ ⊆ σKU
B
∧ Jσ ⊆ τKU

B

= Jτ = σKU
B
,

where the third line holds by induction hypothesis. □

Unsurprisingly, it is the quantifier case that requires some effort if we wish to

show that j is fully elementary. A key lemma will be that every τ ∈ UB mixes of
some mixed-names that are in the range of j with respect to a maximal antichain.

To begin with, observe that for any given τ ∈ UB, J¬A (τ)KUB
=

∧
a∈domA (τ) ¬τ(a)

is the value of τ ’s being a set. So we may map each τ in UB to its set coun-

terpart, τSet, so that Jτ = τSetKUB
= J¬A (τ)KUB

and τSet lies in the range of
j. For example, if η = {⟨a, p⟩}, then we would obviously want ηSet = ∅; and if
τ = {⟨η, q⟩ , ⟨b,¬q⟩}, then we would forget about the urelement b and let τSet =

{
〈
ηSet, q ∧ ¬p

〉
, ⟨â, q ∧ p⟩}, making Jτ = τSetKUB

= q. But in general, in the do-
main of τ there might be different names that have the same set counterpart, which
motivates the following definition.

Definition 3.6. For every τ ∈ UB, τSet is defined recursively as follows.

(1) dom(τSet) = {ηSet | η ∈ domB(τ)} ∪ {â | ∃η ∈ domB(τ) a ∈ domA (η)}.
(2) For every ν ∈ dom(τSet),

if ν = â for some a ∈ A , then

τSet(â) =
∨

{τ(η) ∧ η(a) | a ∈ dom(η) and η ∈ domB(τ)};

if ν = µSet for some µ ∈ domB(τ), then

τSet(µSet) =
∨

{τ(η) ∧ J¬A (η)KUB | η ∈ domB(τ) and ηSet = µSet}.
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Lemma 3.9. For every τ ∈ UB, there is some σ ∈ UB such that jσ = τSet.

Proof. By induction on τ . If dom(τ) ⊆ A , then τSet = ∅ = j(∅). Suppose that the
lemma holds for every η ∈ domB(τ). Then let

σ = {
〈
j−1ν, τSet(ν)

〉
| ν ∈ dom(τSet)}.

This is well-defined since every ν ∈ dom(τSet) is either some â or ηSet for some
η ∈ domB(τ). So σ ∈ UB, and it is clear that jσ = τSet. □

Lemma 3.10. For every τ ∈ UB, Jτ = τSetKUB
= J¬A (τ)KUB

.

Proof. By induction on the name rank of τ . When dom(τ) ⊆ A , τSet = ∅ and the
lemma clearly holds. Suppose that the lemma holds for every η ∈ domB(τ). We

show that Jτ = τSetKUB
=

∧
a∈domA (τ) ¬τ(a). First, it is clear that Jτ A

= τSetKUB
=∧

a∈domA (τ) ¬τ(a) because τSet contains no urelements in its domain. The lemma

then follows from the next two claims.

Claim 3.10.1. Jτ ⊆ τSetKUB
= 1.

Proof of the Claim. We show that for every η ∈ domB(τ), τ(η) ⩽ Jη ∈ τSetKUB
. Fix

η ∈ domB(τ). For every a ∈ domA (η), τ(η) ∧ η(a) ⩽ τSet(â) and so τ(η) ∧ η(a) ⩽

Jη = âKUB ∧ τSet(â) by Lemma 3.7. This shows that∨
a∈domA (η)

(τ(η) ∧ η(a)) ⩽
∨

a∈domA (η)

(Jη = âKUB ∧ τSet(â)).(6)

Since
τ(η) ∧ J¬A (η)KUB

⩽ τSet(ηSet)

by the definition of τSet, and

J¬A (η)KUB
= Jη = ηSetKUB

by induction hypothesis, we have

τ(η) ∧ J¬A (η)KUB
⩽ Jη = ηSetKUB ∧ τSet(ηSet).(7)

It then follows that

τ(η) =
∨

a∈domA (η)

(τ(η) ∧ η(a)) ∨ (τ(η) ∧ J¬A (η)KUB
)

⩽
∨

a∈domA (η)

(Jη = âKUB ∧ τSet(â)) ∨ (Jη = ηSetKUB ∧ τSet(ηSet))(by (6) and (7))

⩽
∨

ν∈domB(τSet)

(Jη = νKUB ∧ τSet(ν))

= Jη ∈ τSetKUB
.

■

Claim 3.10.2. JτSet ⊆ τKUB
= 1.
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Proof of the Claim. We show that for every ν ∈ dom(τSet), τSet(ν) ⩽ Jν ∈ τKUB
.

Suppose that ν = â for some a ∈ domA (µ) and µ ∈ domB(τ). Let Ja = {η ∈
domB(τ) | a ∈ dom(η)}. Then

τSet(â) =
∨

η∈Ja

(τ(η) ∧ η(a))

=
∨

η∈Ja

(τ(η) ∧ Jη = âKUB
)(Lemma 3.7)

⩽
∨

η∈domB(τ)

(τ(η) ∧ Jη = âKUB
)

= Jâ ∈ τKUB
.

Suppose that ν = µSet for some µ ∈ domB(τ). Let Xµ = {η ∈ dom(τ) | ηSet =

µSet}. For every η ∈ Xµ, Jη = µSetKUB
= Jη = ηSetKUB

= J¬A (η)KUB
by induction

hypothesis. Thus,

τSet(µSet) =
∨

η∈Xµ

(τ(η) ∧ J¬A (η)KUB
)

=
∨

η∈Xµ

(τ(η) ∧ Jη = µSetKUB
)

⩽
∨

η∈domB(τ)

(τ(η) ∧ Jη = µSetKUB
)

= JµSet ∈ τKUB
.

■
The lemma is then proved. □

The next lemma is proved by showing that every τ ∈ UB mixes {â | a ∈
domA (τ)} ∪ {τSet} with respect to the maximal antichain {τ(a) | a ∈ domA (τ)} ∪
{J¬A (τ)KUB}.

Lemma 3.11. For every τ ∈ UB,∨
σ∈UB

Jτ = jσKUB
= 1.

Proof. Let X = {â | a ∈ domA (τ)} ∪ {τSet}. For every µ ∈ X, there is a σ ∈ UB

such that jσ = µ by Lemma 3.9. So we have

∨
σ∈UB

Jτ = jσKUB
⩾

∨
µ∈X

Jτ = µKUB

= (
∨

a∈domA (τ)

Jτ = âKUB
) ∨ Jτ = τSetKUB

= JA (τ)KUB ∨ J¬A (τ)KUB
(Lemma 3.10)

= 1.

□
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Theorem 3.12. Let B be a complete Boolean algebra. Then j, as in Definition 3.5,

is an elementary embedding from UB to UB. That is, for any formula φ(v1, ..., vn)
and τ1, ..., τn ∈ UB,

Jφ(τ1, ..., τn)KU
B

= Jφ(jτ1, ..., jτn)KUB
.

Proof. The atomic cases are already proved in Lemma 3.8, and the cases for connec-
tives are trivial. So let φ(v1, ..., vn) be some ∃vψ(v, v1, ..., vn) and τ1, ..., τn ∈ UB.
We have

J∃vψ(v, τ1, ..., τn)KU
B

=
∨

σ∈UB

Jψ(σ, τ1, ..., τn)KU
B

=
∨

σ∈UB

Jψ(jσ, jτ1, ..., jτn)KUB
(induction hypothesis)

⩽ J∃vψ(v, jτ1, ..., jτn)KUB
.

On the other hand, for every τ ∈ UB,

Jψ(τ, jτ1, ..., jτn)KUB
=

∨
σ∈UB

Jτ = jσKUB ∧ Jψ(τ, jτ1, ..., jτn)KUB
(Lemma 3.11)

⩽
∨

σ∈UB

Jψ(jσ, jτ1, ..., jτn)KUB

=
∨

σ∈UB

Jψ(σ, τ1, ..., τn)KU
B

(induction hypothesis)

= J∃vψ(v, τ1, ..., τn)KU
B
.

Therefore, J∃vψ(v, jτ1, ..., jτn)KUB
⩽ J∃vψ(v, τ1, ..., τn)KU

B
. □

Corollary 3.12.1 (The Fundamental Theorem of UB). Assume ZFUR. Let B be
a complete Boolean-algebra. Then

(1) UB |= ZFUR, and UB |= if U |= AC;

(2) UB |= Collection if U |= Collection;

(3) UB |= Plenitude if U |= Plenitude;

(4) if U |= AC, then UB |= Plenitude only if U |= Plenitude;

(5) if U |= AC, then UB |= Tail if U |= Tail.

Proof. By Theorem 2.9 and 3.12. □

3.4. Fullness and Collection. Is UB full for every B? It is a standard result
(see [6] and [10]) that every Boolean-valued model closed under mixtures is full.

However, as UB is a definable class inside U , whether UB is full turns out to depend
on what axioms hold in U . The rest of the paper proves the following.

Theorem 3.13. The following are equivalent over ZFCUR.

(1) Collection.

(2) UB is full for every complete Boolean algebra B.

The argument for (1) → (2) is standard, and the point is that UB is closed under
mixtures. We also note that AC cannot be dropped for proving this direction due
to a standard result that AC is equivalent to “V B is full for every B” over ZF.
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To show (1) → (2), assume that Collection holds in U . Fix a complete Boolean-

algebra B and consider J∃xφ(x, µ)K1 for some φ and µ ∈ UB. Let q = J∃xφ(x, µ)K
and let

S = {p ∈ B | ∃σ ∈ UB p ≤ Jφ(σ, µ)K}.
By AC, S has a maximal antichain {pi : i ∈ I} which is below q. By Collection, there
is a set v such that for every pi, there is a mixed B-name σ ∈ v with pi ≤ Jφ(σ, µ)K.
So we can use AC to choose a τi ∈ UB for each i ∈ I such that pi ≤ Jφ(τi, µ)K.
By Lemma 3.6, there is a τ ∈ UB such that pi ≤ Jτ = τiK for every i ∈ I. So
pi ≤ Jφ(τ, µ)K for every i. Since

∨
i∈I pi = q it follows that J∃xφ(x, µ)K = Jφ(τ, µ)K.

Hence, UB is full.

Now we show that the fullness of every UB implies Collection, and the argument
does not require AC. We shall first prove a standard fact regarding the powerset
algebra P (I) for any given set I, where ⩽ is ⊆.

Lemma 3.14. Let B = P (I) for some set I. Then for every τ ∈ UB,∨
x∈V (ker(τ∪B))

Jτ = x̂K = 1.

Proof. We prove it by induction on τ . Suppose that the lemma holds for every
η ∈ domB(τ). Because P (I) is an atomic Boolean algebra, for every η ∈ domB(τ)

and i ∈ I, there is a unique viη ∈ V (ker(η ∪ B)) such that {i} ⩽ Jη = v̂iηK. So for
any i ∈ I, we define

xi =

{
a a ∈ domA (τ) and {i} ⩽ τ(a)

{viη | i ∈ τ(η) and η ∈ domB(τ)} otherwise.

The incompatibility condition of UB-names ensures that xi is well-defined and
ker(xi) ⊆ ker(τ ∪ B) for each i ∈ I. We show that τ mixes {x̂i | i ∈ I} with
respect to {{i} | i ∈ I}. Fix an i ∈ I.

Claim 3.14.1. {i} ⩽ Jτ ⊆ x̂iK.

Proof of the Claim. Let η ∈ domB(τ). If {i} ⩽̸ τ(η), then {i} ⩽ ¬τ(η) ⩽ τ(η) ⇒
Jη ∈ x̂iK. If i ∈ τ(η), then viη ∈ xi, and hence {i} ⩽ Jη = v̂iηK ⩽ Jη ∈ x̂iK ⩽ τ(η) ⇒
Jη ∈ x̂iK. ■

Claim 3.14.2. {i} ⩽ Jx̂i ⊆ τK.

Proof of the Claim. Note that Jx̂i ⊆ τK =
∧

vi
η∈xi

Jv̂iη ∈ τK. Let viη ∈ xi. Then

{i} ⩽ τ(η). So {i} ⩽ τ(η) ∧ Jη = v̂iηK ⩽ Jv̂iη ∈ τK. ■

Claim 3.14.3. {i} ⩽ Jτ A
= x̂iK.

Proof of the Claim. If x̂i is some â, where a ∈ domA (τ), then {i} ⩽ τ(a) ⩽ Jτ A
= x̂iK

(Lemma 3.7). Otherwise, domA (x̂i) = ∅ so Jτ A
= x̂iK =

∧
a∈domA (τ) ¬τ(a); and by

the definition of xi, {i} ⩽ ¬τ(a) for every a ∈ domA (τ). ■

Therefore, we have {i} ⩽ Jτ = x̂iK for every i ∈ I and so
∨

i∈IJτ = x̂iK = 1. This
proves the lemma. □

1The superscript will be omitted from now on since we will only work in UB.
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Lemma 3.15. Let B = P (I) for some set I. For every x1, ..., xn,

(1) φ(x1, ..., xn) ↔ Jφ(x̂1, ..., x̂n)K = 1;
(2) ¬φ(x1, ..., xn) ↔ Jφ(x̂1, ..., x̂n)K = 0.

Proof. By induction on the complexity of φ. It remains to prove the quantifier
case. Let φ(v1, ..., vn) = ∃vψ(v, v1, ..., vn). Suppose that ∃vψ(v, x1, ..., xn). Then
J∃vψ(v, x̂1, ..., x̂n)K = 1 by induction hypothesis. Suppose that ¬∃vψ(v, x1, ..., xn).
Then by induction hypothesis, Jψ(x̂, x̂1, ..., x̂n)K = 0 for every x. And for every

τ ∈ UB,

Jψ(τ, x̂1, ..., x̂n)K = Jψ(τ, x̂1, ..., x̂n)K ∧
∨
x∈U

Jτ = x̂K(Lemma 3.14)

⩽
∨
x∈U

Jψ(x̂, x̂1, ..., x̂n)K

= 0.

Hence J∃vψ(v, x1, ..., xn)K = 0 and the lemma follows. □

Proof of Theorem 3.13. (2) → (1). Assume that for every B, UB is full. Suppose
that in U , ∀x ∈ u∃yφ(x, y) for some u. We wish to find some set A of urelements
such that ∀x ∈ u∃y ∈ V (A)φ(x, y). This will suffice for Collection because since
u is a set, we can find a large enough α such that for all x ∈ u, there is some
y ∈ Vα(A) with φ(x, y).

Let B = P(u). By Lemma 3.15, it follows that UB |= ∀x ∈ û∃yφ(x, y). By
Lemma 3.6, there is some τ mixing {x̂ | x ∈ u} with respect to the antichain
{{x} | x ∈ u}. That is, {x} ⩽ Jτ = x̂K for every x ∈ u. So Jτ ∈ ûK =

∨
x∈uJτ =

x̂K = 1 and hence J∃yφ(τ, y)K = 1. Since UB is full, there is some σ ∈ UB with
Jφ(τ, σ)K = 1. Let A = ker(B ∪ σ). By Lemma 3.14,

∨
y∈V (A)Jσ = ŷK = 1.

Let x ∈ u. Then there is some y ∈ V (A) such that {x} ⩽ Jσ = ŷK. So {x} ⩽
Jσ = ŷ ∧ τ = x̂ ∧ φ(τ, σ)K and so {x} ⩽ Jφ(x̂, ŷ)K. By Lemma 3.15, it follows that
Jφ(x̂, ŷ)K must be 1 and hence φ(x, y). This shows that ∀x ∈ u∃y ∈ V (A)φ(x, y),
which completes the proof. □
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[3] Andreas Blass and Andrej Ščedrov. Freyd’s models for the independence of
the axiom of choice. Vol. 404. American Mathematical Soc., 1989.

[4] Eric J. Hall. “A Characterization of Permutation Models in Terms of Forcing”.
In: Notre Dame Journal of Formal Logic 43.3 (2002), pp. 157–168. doi: 10.
1305/ndjfl/1074290714.

[5] Eric J. Hall. “Permutation Models and SVC”. In: Notre Dame Journal of
Formal Logic 48.2 (2007), pp. 229–235. doi: 10.1305/ndjfl/1179323265.

https://doi.org/10.1305/ndjfl/1074290714
https://doi.org/10.1305/ndjfl/1074290714
https://doi.org/10.1305/ndjfl/1179323265


REFERENCES 25

[6] Joel David Hamkins and Daniel Evan Seabold. “Well-founded Boolean ul-
trapowers as large cardinal embeddings”. In: arXiv preprint arXiv:1206.6075
(2012).

[7] Thomas Jech. Set theory. Springer Science & Business Media, 2013.
[8] Moreno Pierobon and Matteo Viale. “Boolean valued models, presheaves, and
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